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  On October 30, 2023, President Biden signed the 53-page  that significantlyadvances the United States' policy framework regarding artificial intelligence(AI). This directive builds upon the Biden Administration’s previous  andoutlines a comprehensive strategy aimed at positioning the United States asa leader in the guidance of responsible AI development and application.
While recognizing the potential of responsible AI systems to make the worldmore prosperous, productive, innovative, and secure, it also acknowledgedthat irresponsible use could make societal issues such as fraud,discrimination, bias, and disinformation worse, as well as resulting indisplaced and disempowered workers, stifled competition, and risks tonational security.
The Executive Order also recognizes that addressing these issues requiresthe coordination of the government, private sector, academia, and civilsociety. While most of the requirements in the Executive Order apply only tothe federal government, private businesses may be impacted by a fewrequirements that directly apply to private enterprises, requirements thatmay apply to businesses that contract with the federal government for theuse of AI, and any resulting statutes, regulations, or guidance that arerequired to be developed under the Executive Order.
Guiding PrinciplesThe Executive Order sets out eight guiding principles and priority regardingthe responsible development and use of AI:

 AI systems must undergo robust, reliable, repeatable, andstandardized evaluations to ensure their safety and security. Policies,institutions, and mechanisms should be in place to test, understand,and mitigate risks from these systems before they are used. Thefederal government must be notified, including the results of the safetytests, when training AI systems that may pose a risk to nationalsecurity, economic stability, or public health and safety. The Executive Order recognizes that by promoting responsibleinnovation, competition, and collaboration, the United States can leadin AI and unlock its potential. The United States should invest ineducation, training, R&D, and capacity to attract the best AI talent andto promote responsible innovation, competition, and collaboration. Thenovel intellectual property rights questions that arise from thedevelopment and use of AI should be addressed, and unlawfulcollusion and monopoly over key assets and technologies should bestopped. The Executive Order also states that the federal governmentwill promote a fair, open, and competitive ecosystem and marketplacefor AI and related technologies to allow small developers andentrepreneurs to drive innovation in this area and prevent unlawfulcollusion that could arise in semiconductors, computing power, cloudstorage, and the availability and use of data. The Executive Order recognizes that the responsible developmentand use of AI requires a commitment to supporting American workersthrough education and job training. The impact of AI on the labor forceand workers’ rights should be understood. The Executive Ordertherefore states that the administration will seek to adapt job trainingand education to prepare American workers for the deployment of AIwhile attempting to make sure that AI is not deployed in ways thatundermine rights, worsen job quality, encourage undue workersurveillance, lessen market competition, introduce new health andsafety risks, or cause harmful labor-force disruptions. This is in linewith the goal of supporting responsible uses of AI that improve theAmerican workers’ lives, positively augment their work, and helppeople safely enjoy the gains from this technology.The Executive Order recognizes that AI policies must be consistentwith the advancement of equity and civil rights, including addressing“algorithmic discrimination.” To further this goal, the Executive Orderpromises that the administration will build on steps that have alreadybeen taken by the federal government (such as the  and ) to ensurethat AI complies with all federal laws and promotes appropriateevaluation and oversight. This includes holding those responsible fordeveloping and deploying AI accountable to standards that protectagainst discrimination and abuse.Another guiding principle outlined in the Executive Order is that theinterests of Americans, especially minors, who increasingly use,interact with, or purchase AI and AI-enabled products in their dailylives must be protected, and that the use of AI cannot excuseorganizations from their legal consumer protection obligations. As aresult, the Executive Order promises that the federal government willcontinue to enforce existing consumer protection laws and enactappropriate safeguards against fraud, unintended bias, discrimination,invasions of privacy, and other similar harms related to the use of AI –especially in the areas of healthcare, financial services, education,housing, and transportation where errors can be disastrous. At thesame time, the federal government will promote responsible uses ofAI to protect consumers, improve the quality of goods and services,lower prices, and expand selection and availability. The Executive Order outlines that Americans’ privacy and civilliberties must be protected by ensuring that the collection, use, andretention of data is lawful, secure, and promotes privacy. Recognizingthat AI makes it significantly easier to extract, re-identify, link, infer,and act on sensitive information about people and their lives, theExecutive Order requires that the federal government ensure that datacollection, use, and retention is lawful, secure, and addresses privacyand confidentiality risks by requiring federal agencies to use availablepolicy and technical safeguards (including privacy-enhancingtechnologies) to protect individual privacy and fight against legal andsocietal risks.The Executive Order recognizes that the federal government shouldmanage the risks from its own use of AI and increase its internalcapacity to regulate, govern, and support the responsible use of AI todeliver better results for Americans. The Executive Order promisesthat the federal government will work to make sure that federalemployees will get adequate training to understand the benefits, risks,and limitations of AI while attempting to modernize and streamline itsoperations.The Executive Order recognizes that the federal government shouldlead the way to global societal, economic, and technological progressby engaging with international partners to develop a framework tomanage AI risks, unlock AI’s potential for good, and promote acommon approach to shared challenges. To do this, the ExecutiveOrder promises that the administration will engage with theinternational community to develop a responsible framework for theuse of AI.

Regulatory RequirementsThe Executive Order sets forth a number of specific requirements designedto realize these principles. While much of the Executive Order createsobligations for cabinet members and agency heads, the results of many ofthese activities are likely to impact private businesses. Specifically, theExecutive Order requires that cabinet members and agency heads,generally in cooperation with private industry, to enact policies andprocedures and take other actions that may impact private businesses inthe following ways:
Requiring that developers of powerful AI share their safety test results and other critical information with U.S. regulators.Developing standards, tools, and tests to evaluate the safety, security, and trustworthiness of AI.Developing standards to protect against the risk of using AI to develop dangerous biological materials.Protecting against fraud and deception by establishing standards and best practices designed to detect AI generated content and authenticate legitimate content.Developing AI tools to find and fix vulnerabilities in critical software.

Prioritizing federal support for privacy enhancing technologies to protect privacy, including ones that use AI and that lets AI systems be trained while preserving privacy.Funding a research coordination network to strengthen privacy-preserving research and technologies.Developing guidelines for federal agencies to evaluate privacy enhancing technologies, which may affect private-sector businesses that provide AI and such technologies.

Providing clear guidance to landlords, administrators, and federal benefits programs on the proper and responsible use of AI and how to avoid using AI in a way that would increase discrimination.Addressing algorithmic discrimination through training, technical assistance, and coordination between federal agencies investigating civil rights violations related to AI.Ensuring fairness throughout the criminal justice system by developing best practices on the use of AI in criminal justice activities.

Advancing the responsible use of AI in the health care and pharmaceutical industries.Creating resources to support educators deploying AI-enabled education tools.

Developing principles and practices that address job displacement, labor standards, workplace equity, health, and safety, and data collection to minimize the harms of AI for workers.Developing reports on the impact of AI on labor-markets and study and identify options for supporting workers who may face labor disruptions from AI.

Piloting a tool that will provide AI researchers and students with access to AI resources and data (National AI Research Resource), and expand grants for AI research in vital areas, such as health care and climate change.Providing small developers and entrepreneurs with access to technical assistance and resources and helping small businesses commercialize AI technology.Enhancing the AI workforce of highly skilled immigrants and non-immigrants by modernizing and streamlining visa criteria, interviews, and reviews.

Expanding international agreements and frameworks to collaborate on the responsible use of AI to maximize its benefits and managing its risks.Accelerating the development of international standards.Promoting the safe, responsible, and rights affirming development and deployment of AI

Issuing guidance on use of AI by federal agencies that includes clear standards to protect the rights of individuals and public safety while improving procurement and strengthening deployment.Assisting in acquiring AI products and services quicker and cheaper.Accelerating the hiring of AI professionals in the U.S. government and requiring agencies to provide AI training for government workers at all levels.

Key Takeaways

. The Executive Order defines an “AI system” to include any data system,software, hardware, application, tool, or utility that operates in whole or inpart with AI. The current definition does not narrow what specific products,software, or geographic locations are included in an “AI system.” Thisleaves it open to interpretation as to how far the new rules and regulationswill reach.

. Many agencies have been tasked with directives to develop nationalstandards to ensure the safety and security of AI. It is possible that someagencies will develop standards or regulations that will mirror or evenconflict with each other. However, until the agencies start promulgatingregulations it is unclear how this will affect AI in the long-term.

. Not only has the Executive Order called for small developers andentrepreneurs to be given access to technical assistance and resources tohelp commercialize AI breakthroughs, but it calls for streamlining theprocess for noncitizens to conduct research in AI and other critical andemerging technologies. Further, a pilot of the National AI ResearchResource will be launched as a tool to provide AI researchers and studentsaccess to key AI resources and data.

. The Executive Order focuses on protecting individuals’ rights and safety,with hopes to mitigate the risk of discrimination and bias from AI systems.Specifically, there are directions to advance equity and civil rights, reducethe potential for misleading the public, and support workers in workplacesurveillance, bias and job displacement.
Looking AheadMuch of the Executive Order directs cabinet members and heads ofagencies to develop guidance or regulations regarding the use of AI thathas yet to be developed. That being said, it also imposes deadlines onfederal agencies to issue reports and draft guidelines that address keyconcerns echoed by the administration. If Congress enacts furtherlegislation in response to the Executive Order, it is vital for businesses to beattentive to these new rules and take necessary steps to comply.
Companies should ensure they have assistance from counsel to help guidethem through this increasingly complex legal landscape. Continuing tomonitor for such guidance or regulations and preparing to implement themas appropriate when they are finally released will go a long way tomaximizing the benefits of AI while minimizing disruption to operations. Inthe meantime, organizations may wish to begin self-audits and monitorsystems currently under development or already deployed for potential dataprivacy and cybersecurity risks, erroneous outputs, and bias.

Mackenzie N. Barrett and Robin R. Zhang contributed to this article.
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