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  As we noted two weeks ago,
1
 the Whitehouse has dipped itstoe further into the generative artificial intelligence (AI) waterswith the release of its Executive Order on the Safe, Secure,and Trustworthy Development and Use of ArtificialIntelligence (EO).
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 The EO maps how federal agencies andAI developers must deal with AI risks, including data privacy. 

D a t a  P r i v a c y  i s  P r e v a l e n t ,  n o t  D o m i n a n tFor example, in Section 9 of the EO the federal government isdirected to assess its use of Commercially AvailableInformation (CAI), which anyone can buy from various databrokers.  The concern is, CAI includes personally identifiabledata (PII), therefore, the EO requires that more be done toupgrade standards regarding its collection, storage andprocessing. 
To do this, a team of high-level operatives such as theDirector of Office of Management and Budget and theAttorney General are required to create a request forinformation to be issued government-wide to assess potentialupdates to the E-Government Act of 2002, a statutepromoting the use of electronic records which mandatesimproving privacy. 
Among the E-Government Act’s privacy measures areprivacy impact assessments, privacy protections, and policieson government websites.  For this reason, the EO alsofocuses on so-called Privacy Enhancing Technology (PETs),and it seems likely the government is going to exploreimplementing things like two-factor identification for itswebsites and data storages.
Section 8 of the EO discusses implementing privacystandards into the software development lifecycle ofhealthcare services.  Also, the EO includes provisionsdirecting the National Institute of Standards and Technologyto advance research into PETs, including (interestinglyenough) a provision to piggy-back on the UK’s PET PrizeChallenge and its results.
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Which leads to the observation that, despite being mentioned38 times throughout the EO, references to data privacy arepale in comparison to the emphasis that the European Unionhas placed on it since implementation of the General DataProtection Regulation (GDPR) in 2018.  It follows then, thatthe EU would also take the lead with AI regulation.
T h e  E U  i s  L e a d i n g  t h e  W a y ,  A g a i nThe vehicle of the EU’s ambition is its sweeping AI Act.

4 
While the AI Act is not yet law, the EU has been working onits since 2017 when the European Council called for a “senseof urgency to address emerging trends including artificialintelligence …, while at the same time ensuring a high level ofdata protection, digital rights and ethical standards.”  The AIAct is likely to be passed sometime in 2024.
At a high-level, the AI Act is an extremely complex statutethat incorporates and references numerous other EUregulatory regimes.  It defines AI as “software that isdeveloped with [several techniques, that] can, for a given setof human-defined objectives, generate outputs such ascontent, predictions, recommendations, or decisionsinfluencing the environments they interact with.”
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Beyond this broad definition of AI system, the AI Act dividesrelevant technologies into three categories:

1.
P r o h i b i t e d  A I  S y s t e m s .   P r o h i b i t e d  s y s t e m s  i n c l u d e  a n y  k i n d  o f  s u b l i m i n a l  t e c h n i q u e ,  s y s t e m s  t h a t  a r e  d e s i g n e d  t o  e x p l o i t  a g e ,  p h y s i c a l  o r  m e n t a l  d i s a b i l i t i e s ,  s o c i a l  c r e d i t  s y s t e m s  b y  p u b l i c  a u t h o r i t i e s  a n d  r e a l  t i m e  b i o m e t r i c s  b y  l a w  e n f o r c e m e n t  i n  p u b l i c  s p a c e s  ( t h o u g h  m a n y  e x c e p t i o n s  a p p l y ) .   E x a m p l e s  o f  s u c h  e x c e p t i o n s  i n c l u d e  t a r g e t e d  s e a r c h e s  f o r  m i s s i n g  c h i l d r e n  o r  t h e  p r e v e n t i o n  o f  a  s p e c i f i c ,  s u b s t a n t i a l  i m m i n e n t  t e r r o r i s t  t h r e a t .

2.
H i g h  r i s k  s y s t e m s  i n c l u d e  a p p l i c a t i o n s  w h e r e  t h e  A I  s y s t e m  i s  i n t e n d e d  t o  b e  u s e d  a s  a  s a f e t y  c o m p o n e n t  o f  s o m e  o t h e r  p r o d u c t ,  b i o m e t r i c  i d e n t i f i c a t i o n  s y s t e m s ,  m a n a g e m e n t  o f  c r i t i c a l  i n f r a s t r u c t u r e ,  e d u c a t i o n a l  a n d  t r a i n i n g  a p p l i c a t i o n s ,  H R  s y s t e m s ,  l a w  e n f o r c e m e n t ,  a d m i n i s t r a t i o n  o f  j u s t i c e  a n d  d e m o c r a t i c  p r o c e s s  a n d  a c c e s s  t o  p r i v a t e  a n d  p u b l i c  s e r v i c e s  a n d  b e n e f i t s ,  s u c h  a s  c r e d i t w o r t h i n e s s  o r  e m e r g e n c y  d i s p a t c h .

3.
U n r e g u l a t e d ,  e s s e n t i a l l y ,  e v e r y t h i n g  n o t  p r o h i b i t e d  o r  h i g h - r i s k  f a l l s  i n t o  t h e  t h i r d ,  l a r g e l y  u n r e g u l a t e d  c a t e g o r y .  

Notably, providers and users of AI systems that are incountries outside the EU, where the o u t p u t  produced by the systemis u s e d  i n  t h e  E U , are covered by the Act. 

As with the GDPR, enforcement penalties have the potentialto be steep, with maximum fines of 20,000,000 EUR or 4% ofannual revenue, whichever is greater. 
As implementation of the  AI Act gets closer, we will providefurther details and updates.  For other recent contentaddressing AI see C h a t b o t s :  S e l e c t  L e g a l  C o n s i d e r a t i o n s  f o r  B u s i n e s s e s,

6
 and A r t i f i c i a l  I n t e l l i g e n c e  H a s  a  N I S T  F r a m e w o r k  f o r  C y b e r s e c u r i t y  R i s k,

7
 and G e n e r a t i v e  A I ’ s  ‘ I n d u s t r y  S t a n d a r d s ’  f o r  C y b e r s e c u r i t y  a n d  D a t a  P r i v a c y  C o u l d  b e  H e r e  S o o n e r  R a t h e r  t h a n  L a t e r.

8
  

[1] Hyperlinkhttps://www.polsinelli.com/publications/unpacking-the-executive-order-on-ai-for-cybersecurity [2] Hyperlinkhttps://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/[3] Hyperlinkhttps://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/[4] Hyperlink https://artificialintelligenceact.eu/the-act/.[5] I d. at Art. 3 (1). 
[6] Hyperlinkhttps://www.polsinelli.com/matt-a-todd/publications/chatbots-select-legal-considerations-for-businesses[7] Hyperlinkhttps://www.polsinelli.com/leslie-f-spasser/publications/artificial-intelligence-has-a-nist-framework-for-cybersecurity-risk[8] Hyperlinkhttps://www.polsinelli.com/romaine-c-marshall/publications/generative-ais-industry-standards-for-cybersecurity-and-data-privacy-could-be-here-sooner-rather-than-later

© Polsinelli PC, Polsinelli LLP in California 

                               1 / 2

https://www.natlawreview.com
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.natlawreview.com/article/unpacking-executive-order-ai-cybersecurity
https://www.natlawreview.com/article/unpacking-executive-order-ai-cybersecurity
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://artificialintelligenceact.eu/the-act/
https://www.polsinelli.com/matt-a-todd/publications/chatbots-select-legal-considerations-for-businesses
https://www.polsinelli.com/matt-a-todd/publications/chatbots-select-legal-considerations-for-businesses
https://www.polsinelli.com/leslie-f-spasser/publications/artificial-intelligence-has-a-nist-framework-for-cybersecurity-risk
https://www.polsinelli.com/leslie-f-spasser/publications/artificial-intelligence-has-a-nist-framework-for-cybersecurity-risk
https://www.polsinelli.com/romaine-c-marshall/publications/generative-ais-industry-standards-for-cybersecurity-and-data-privacy-could-be-here-sooner-rather-than-later
https://www.polsinelli.com/romaine-c-marshall/publications/generative-ais-industry-standards-for-cybersecurity-and-data-privacy-could-be-here-sooner-rather-than-later
https://www.polsinelli.com/romaine-c-marshall/publications/generative-ais-industry-standards-for-cybersecurity-and-data-privacy-could-be-here-sooner-rather-than-later


 
National Law Review, Volumess XIII, Number 321

Source URL:https://www.natlawreview.com/article/unpacking-executive-order-ai-data-privacy 

Page 2 of 2

Powered by TCPDF (www.tcpdf.org)

                               2 / 2

https://www.natlawreview.com/article/unpacking-executive-order-ai-data-privacy
http://www.tcpdf.org

